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b. The GENESIS Distributed-Memory Benchmarks[19] were developed in a 3-layer hierarchy – low-level micro-benchmarks, kernels, and compact applications. This was intended to express the performance of higher level codes via a composition of performance results produced by the codes in the layer below. However, this proved to be a difficult task, particularly with including sufficiently broad computational science codes in the compact application layer. c. The PARKBENCH Public International Benchmarks for Parallel Computers[20]. This was an ambitious international effort to glue together the mos